Abstract—We consider the problem of distributed admission control without knowledge of the capacity region in single-hop wireless networks, for flows that require a pre-specified bandwidth from the network. We present an optimization framework that allows us to design a scheduler and resource allocator, and by properly choosing a suitable utility function in the resource allocator, we prove that existing flows can be served with a pre-specified bandwidth, while the link requesting admission can determine the largest rate that it can get such that it does not interfere with the allocation to the existing flows.

The main contributions of the paper are as follows:

1) We present an utility maximization framework for resource allocation in single-hop wireless networks that allows us to design a distributed solution to the problem of admission control.
2) By introducing a specific utility function, we prove that we can induce in the optimization framework an assignment of a pre-specified bandwidth to flows already admitted, while at the same time figuring out the maximum available bandwidth that can be assigned to the new flow.
3) We present the conditions that the parameters in the utility function must fulfill to guarantee that the allocation in the stochastic system is asymptotically close to the desired allocation that has been induced in the static optimization framework.

I. INTRODUCTION

Wireless networks are not only expected to transfer data, but also expected to provide multimedia services such as video and call conferencing. A common factor of such services is that they have Quality of Service (QoS) requirements. In this paper, we focus in the case that single-hop flows require a pre-specified bandwidth from the network, so we must design an algorithm that must determine if there are enough resources to fulfill a new request, given that the system is already serving a set of flows.

This is the problem of admission control, and it has been extensively studied for wireline networks. However, the case of admission control in wireless networks is more challenging, since the wireless channel is unreliable and susceptible to interference. Hence, the load imposed by a link that requests a pre-specified bandwidth from the network not only depends of the requested bandwidth, but also of the topology of the network due to contention among different transmitting links. Therefore, it is not obvious that the techniques developed for admission control in wireline networks can be used directly in wireless networks.

Several papers have highlighted the difficulties of guaranteeing QoS requirements in wireless networks. Specifically, [1] emphasizes the need to consider load balancing to maximize the number of admitted flows, while the importance of taking contention into account to determine the available bandwidth has been highlighted in [2], [3]. The problem is that determining the capacity region in wireless networks is not a trivial task, and the problem is further complicated if we want to implement admission control distributedly.

The main contributions of the paper are as follows:

1) We present an utility maximization framework for resource allocation in single-hop wireless networks that allows us to design a distributed solution to the problem of admission control.
2) By introducing a specific utility function, we prove that we can induce in the optimization framework an assignment of a pre-specified bandwidth to flows already admitted, while at the same time figuring out the maximum available bandwidth that can be assigned to the new flow.
3) We present the conditions that the parameters in the utility function must fulfill to guarantee that the allocation in the stochastic system is asymptotically close to the desired allocation that has been induced in the static optimization framework.

II. SYSTEM MODEL

In this section we introduce the definitions and assumptions that we use to model our system.

We consider a network that is represented by a graph $G = (\mathcal{N}, \mathcal{D})$, where $\mathcal{N}$ is the set of nodes and $\mathcal{D}$ is the set of directional links such that for all $n_1, n_2 \in \mathcal{N}$, if $(n_1, n_2) \in \mathcal{D}$ then node $n_1$ can transmit to node $n_2$. To identify the links, we number them sequentially. Denote by $D = |\mathcal{D}|$ the number of links in the network, and by abusing notation, we sometimes use $l \in \mathcal{D}$ to mean $l \in \{1, 2, \ldots, D\}$.

Consider that time is slotted, and assume for simplicity that all packets have fixed size such that one packet can be transmitted in a single time slot. We use a schedule to denote the set of links that are allowed to transmit in a given time slot. A feasible schedule $s = \{s_l\}_{l \in \mathcal{D}}$ is a $D$-dimensional vector that satisfies the following properties:

1) $s_l \in \{0, 1\}$ for all $l \in \mathcal{D}$, where $s_l = 1$ means that link $l$ is scheduled to transmit in the current time slot, and $s_l = 0$ otherwise. We assume that each link can transmit at most one packet per time slot.
2) $s$ must satisfy the interference constraints of the network. In other words, for any links $l_1, l_2 \in \mathcal{D}$, and any feasible schedule $s$, if $s_{l_1} = s_{l_2} = 1$, then links $l_1$ and $l_2$ can
transmit simultaneously without interfering with each other.

We denote the set of all feasible schedules by $S$.

We assume that we do not do channel estimation before a packet is transmitted, and we denote by $c_l$ the state of the channel in a given time slot at link $l \in D$, where $c_l = 1$ means that the channel is ON and a packet transmission will be successful. Similarly, $c_l = 0$ means that the channel is OFF. Assume that for all links, $c_l$ is a Bernoulli random variable with mean $\bar{c}_l > 0$, that is independent across time slots, and we only get to know its actual value after attempting transmission. Denote by $c = \{c_l\}_{l \in D}$ the vector of channel states at a given time slot.

It must be noted that depending on the schedule and transmission parameters\(^1\) that we use, link reliability may vary. For example, if you schedule only one link at any time, link reliability may be higher than trying to simultaneously schedule as many links as possible. Thus, we could extend the concept of the channel state to allow for the possibility that $\bar{c}_l$ could vary depending on the schedule or transmission parameters used, but this channel model, albeit more realistic, does not give us more insight into our problem. Hence, for ease of explanation, we will only consider in this paper a simple channel model.

The admission control problem that we are studying is the following: assuming that a subset $L \subseteq D$ can be served with mean flow rate $\bar{x}$, and that link $l \in D \setminus L$ requests to be admitted with flow rate $\bar{x}$, can we determine, without knowledge of the capacity region and without disturbing the service rates in the set $L$, if link $l$ can be served?

III. Optimization Framework

Now, we formally present the utility maximization framework that we will use later to develop a suitable admission controller. To do that, we consider the problem when we only need to serve a given subset of links.

Consider a subset $L \subseteq D$ of links that will be served. Let $L = |L|$ be the number of links on the set. Without loss of generality, assume that links are numbered 1 through $L$, and as mentioned before for the set $D$, we sometimes use $l \in L$ to mean $l \in \{1, 2, \ldots, L\}$.

For this case, we limit the set of feasible schedules to those such that $s_l = 0$ for all $l \in D \setminus L$; that is, the set of feasible schedules that only serve links in $L$. We denote the restricted set of feasible schedules by $S(L) \subseteq S$. A scheduling policy over $L$ is defined as a probability function $P_L(s)$ that indicates the probability of using schedule $s \in S$ in a given time slot, such that

\[
P_L(s) \geq 0 \text{ for } s \in S(L),
\]

\[
P_L(s) = 0 \text{ for all } s \in S \setminus S(L), \text{ and}
\]

\[
\sum_{s \in S} P_L(s) = 1.
\]

\(^1\)E.g., modulation, power level, coding, etc.

Observe that, from the definition of $P_L(s)$, we have

\[
\sum_{s \in S} P_L(s) = \sum_{s \in S(L)} P_L(s) = 1.
\]

Noting that a transmission can only be successful if the channel is ON, i.e., $c_l = 1$, we have that $c_l s_l$ denotes the number of successful transmission attempts at link $l$ in a given time slot. We assume that we can schedule a transmission even if there are no packets available, in which case a null packet is transmitted. Therefore, the average service rate to link $l \in D$ is bounded by

\[
\mu_l \leq \sum_{s \in S} c_l s_l P(c_l) P_L(s), \tag{1}
\]

where (1) makes explicit the fact that the distribution of $c_l$ is independent on the schedule $s$. It should be noted from the definition of $P_L(s)$ that $\mu_l = 0$ for all $l \in D \setminus L$. Simplifying (1) we get

\[
\mu_l \leq \sum_{s \in S(L)} c_l s_l P_L(s). \tag{2}
\]

Observe that if in a given time slot we use schedule $s$, then on average we will have $c_l s_l$ successful transmissions at link $l$.

Definition 1: The set $\Gamma(L)$ of average successful transmissions at any time slot is the set of vectors $\{c_l s_l\}_{l \in D}$ where $s \in S(L)$.

Definition 2: The capacity region $C(L)$, restricted to the set $L$, is the set of average service rates $\mu_l = \{\mu_l\}_{l \in D}$ such that there exists a scheduling policy $P_L(s)$ and (2) holds true for all $l \in D$.

From Definitions 1 and 2, we observe that $C(L)$ is the convex hull of $\Gamma(L)$.

Associated with every link, we define a utility function $U_l(x_l)$, that is a function of the mean assigned flow rate $x_l$. By properly choosing a suitable utility function, it can be seen that the following optimization problem can have different resource allocation solutions:

\[
\max_{\mu \in C(L)} \sum_{l \in L} U_l(x_l) \tag{3}
\]

subject to

\[
0 \leq x_l \leq \mu_l \text{ for all } l \in L
\]

\[
x_l = 0 \text{ for all } l \in D \setminus L.
\]

We will denote by $(\mu^*, x^*)$ a solution to (3). Note that the solution may not be unique, but the optimal value is. In Section IV we will introduce a utility function that will allow us to allocate resources such that we can solve the admission control problem.

IV. The Admission Control Problem

To solve this problem, we first present a scheduler and resource allocator in Section IV-A, and in Section IV-B we prove the convergence results that guarantee that the stochastic system is stable and that resources are assigned according
to the utility functions that we define for each link. Later in Section IV-C we introduce a suitable utility function and prove that it forces the resource allocator to guarantee a mean assigned rate of \( \bar{x} \) to all links in \( \mathcal{L} \), while at the same time it accurately estimates the maximum available rate for the new link, allowing us to make an admission control decision.

A. Scheduler and Resource Allocator

Using a dual decomposition approach similar to the one used in [4], we propose the following scheduler for serving the set of links \( \mathcal{L} \) at time slot \( t \)

\[
s(t) = \arg \max_{s \in S(\mathcal{L})} \sum_{l \in \mathcal{L}} q_l(t) s_l(t)
\]

and the distributed resource allocator\(^2\) at link \( l \in \mathcal{L} \)

\[
x_l(t) = \arg \max_{a \in A} 1 - U_l(x_l) - q_l(t) x_l,
\]

where \( \epsilon > 0 \) is a fixed-size parameter, \( X_{\text{max}} \) is a large enough parameter, and \( q(t) = \{q_l(t)\}_{l \in \mathcal{L}} \) are the queue lengths at every link. We need to convert \( x(t) = \{x_l(t)\}_{l \in \mathcal{L}} \) which may not necessarily be an integer, into the number of packets that are admitted into the network at time slot \( t \), which we denote by \( a(t) \). To do the conversion, which can be done in different ways, we specify that \( a(t) \) is a random variable with mean \( x(t) \) and finite variance upper-bounded by \( \alpha^2 \), such that \( P(a_l(t) = 0) > 0 \) and \( P(a_l(t) = 1) > 0 \). The last two conditions guarantee that the Markov chain \( q(t) \) is irreducible and aperiodic.

Denoting by

\[
d_l(t) = a_l(t) s_l(t)
\]

the number of successfully transmitted packets at link \( l \) in time slot \( t \), we note that \( q_l(t) \) is updated with the equations

\[
q_l(t+1) = [q_l(t) + a_l(t) - d_l(t)]^+
\]

for all \( l \in \mathcal{L} \), where for any \( \alpha \in \mathbb{R}, \alpha^+ = \max\{\alpha, 0\} \).

B. Convergence Analysis

We now proceed to present the convergence results that prove that (4) and (5) keep the queues stable and that allocate resources optimally.

Lemma 1: Assume that \( X_{\text{max}} \geq \max_{\mu \in \mathcal{C}(\mathcal{L})} \{\max_{l \in \mathcal{L}} \{\mu_l\} \} \). If there exists \( \mu(\Delta) \in \mathcal{C}(\mathcal{L})/(1 + \Delta) \) for some \( \Delta > 0 \) such that \( \mu_l(\Delta) > 0 \) for all \( l \in \mathcal{L} \), then

\[
\lim_{t \to \infty} E \left[ \sum_{l \in \mathcal{L}} q_l(t) \right] \leq B_3 + \frac{1}{\epsilon} B_4
\]

given \( \epsilon > 0 \) and for some \( B_3 > 0, B_4 > 0 \).

\( ^2\)Note that on the literature it is also known as congestion controller. Later we will prove that it allocates resources to links depending on the specified utility functions. Thus, in this paper we will prefer the term resource allocator to make clear the fact that later we will choose the utility functions to force the system to allocate resources such that we can make an admission control decision.

The interested reader can see the proof of the Lemma in [5]. Lemma 1 tells us that, if there exists a resource allocation vector such that we can serve all the links with a non-zero mean rate, then our algorithm can stabilize the queues.

Lemma 2: Given \( \epsilon > 0 \), and assuming that \( U_l(\cdot) \) is a concave function, we have that

\[
\lim_{T \to \infty} \sum_{l \in \mathcal{L}} \left\{ U_l(x_l^t) - U_l \left( E \left[ \frac{1}{T} \sum_{t=1}^{T} x_l(t) \right] \right) \right\} \leq B_1 \epsilon,
\]

for some \( B_1 > 0 \), where \( x^* \) a solution to (3) and \( x(t) \) is a solution to (5).

For the proof, the interested reader is referred to [5]. Lemma 2 tells us that our algorithm is asymptotically optimal.

The proofs in Lemmas 1 and 2 follow the techniques in [4], which are similar to the ideas in [6]. Slightly different results can be derived using the methods in [7], [8].

C. Solution to the Admission Control Problem

So far, in Section III we presented a model to serve a subset \( \mathcal{L} \subseteq \mathcal{D} \) of links that allowed us in Section IV-A to develop a suitable scheduler and resource allocator. We will now consider the following problem: given that all the links in the set \( \mathcal{L} \) can be served with an assigned flow rate \( \bar{x} \) and that link \( l \in \mathcal{D} \setminus \mathcal{L} \) requests to be admitted with flow rate \( \bar{x} \), can we determine, without knowledge of the capacity region and without disturbing the service rates of the links in the set \( \mathcal{L} \), if link \( l \) can be served?

To do that, we will first introduce the notation \( \mathcal{L}^+ \) to denote the set formed by the set of links in \( \mathcal{L} \) and the link that wants to be admitted. Thus, we have that \( |\mathcal{L}^+| = L + 1 \), and by abusing notation we will write \( l \in \mathcal{L}^+ \) to mean \( l \in \{1, 2, \ldots, L, L+1\} \), where the index \( L + 1 \) is assigned to the new link.

We will prove that by using the following utility function \( U_l(x_l) \) at link \( l \in \mathcal{L}^+ \)

\[
U_l(x_l) = \begin{cases} u_l x_l & \text{if } x_l \leq \bar{x} \\ u_l \bar{x} & \text{if } x_l > \bar{x}, \end{cases}
\]

where \( u_l > 0 \) is a suitable constant, we can achieve the desired goal. Note that the utility function increases with \( x_l \) up to \( \bar{x} \), and after that there is no gain in increasing the flow rate. Also, note that to completely define the utility function we only need to specify the utility parameter \( u_l \) since \( \bar{x} \) is fixed.

The analysis will assume that

\[
U_l(x_l) = \begin{cases} u_l x_l & \text{if } x_l \leq \bar{x} \\ u_l \bar{x} & \text{if } x_l > \bar{x}, \end{cases}
\]

for all \( l \in \mathcal{L} \)

\[
U_l(x_l) = \begin{cases} u_n x_l & \text{if } x_l \leq \bar{x} \\ u_n \bar{x} & \text{if } x_l > \bar{x}, \end{cases}
\]

for \( l = L + 1 \),

and we will compare (3) and the optimization problem

\[
\max_{\mu \in \mathcal{C}(\mathcal{L}^+)} \sum_{l \in \mathcal{L}^+} U_l(x_l)
\]
subject to
\[ 0 \leq x_l \leq \mu_l \text{ for all } l \in \mathcal{L}^+ \]
\[ x_l = 0 \text{ for all } l \in \mathcal{D} \setminus \mathcal{L}^+ , \]
to find the conditions on \( u \) and \( u_n \) such that we can make an admission control decision. We will call the optimization problem (3) over the set \( \mathcal{L} \) the old system, and the optimization (10) over the set \( \mathcal{L}^+ \) the new system.

Theorem 1: If the utility functions are given by (8), (9), and assuming the old system (3) can assign a flow rate of \( \bar{x} \) to all links in \( \mathcal{L} \), and if
\[ u_n < u \min_{l \in \mathcal{L}^+} \{ \bar{e}_l \} / \bar{e}_{L+1} , \]
then the new system (10) will assign a flow rate of \( \bar{x} \) to all \( l \in \mathcal{L} \) and a rate \( \bar{x} \leq \bar{x} \) to link \( L+1 \), where \( \bar{x} \) is the maximum rate that can be assigned to link \( L+1 \) that allows to assign \( \bar{x} \) to all other links.

Proof: If there exists \( \mu \in \mathcal{C}(\mathcal{L}^+) \) such that \( \mu_l = \bar{x} \) for all \( l \in \mathcal{L}^+ \), we are done since \( (\mu^*, x^*) = (\mu, \{ \bar{x}_l \}) \) is a solution to the problem of the new system (10). Thus, we will assume that link \( L+1 \) interferes with the set \( \mathcal{I} \subseteq \mathcal{L} \) such that if \( \mu_{L+1} > \bar{x} \), then some link in \( \mathcal{I} \) must get an assigned flow rate strictly less than \( \bar{x} \). Without loss of generality, we will proceed to do the analysis for link \( L \) assuming that it is in \( \mathcal{I} \).

Define the scheduling policy \( P^1_\mathcal{L}(s) \) such that \( x_{l+1}^1 = \bar{x} = \sum_{s \in \mathcal{S}(\mathcal{L}^+) \bar{e}_{L+1}} s_{L+1} P^1_\mathcal{L}(s) \) and \( x_1^1 = \bar{x} = \sum_{s \in \mathcal{S}(\mathcal{L}^+) \bar{e}_{L+1}} s_{L+1} P^1_\mathcal{L}(s) \) for all \( l \in \mathcal{L} \), where \( \bar{x} < \bar{x} \) is the maximum rate that can be assigned to link \( L+1 \) that allows to assign \( \bar{x} \) to all other links in \( \mathcal{I} \).

Now consider schedules \( s^1, s^2 \in \mathcal{S}(\mathcal{L}^+) \) such that \( P^1_\mathcal{L}(s^1) > 0, s^1 = 1, s^1_{L+1} = 0, s^2 = 1, s^2_{L+1} = 1 \). We know that they exist since link \( L \) is in \( \mathcal{I} \) and from the definition of \( \bar{x} \). For small enough \( \delta > 0 \), define the policy \( P^2_\mathcal{L}(s) \) as follows
\[ P^2_\mathcal{L}(s) = \begin{cases} 
 P^1_\mathcal{L}(s) \quad & \text{for } s \neq s^1, s^2 \\
 P^1_\mathcal{L}(s) - \delta \quad & \text{for } s = s^1 \\
 P^1_\mathcal{L}(s) + \delta \quad & \text{for } s = s^2.
\end{cases} \]

In this case, from the definition of \( \mathcal{I} \) and since \( \bar{x}_2 = \sum_{s \in \mathcal{S}(\mathcal{L}^+) \bar{e}_{L+1}} s_{L+1} P^2_\mathcal{L}(s) \) for all \( l \in \mathcal{L}^+ \), we have the following rate allocation
\[ x_l^2 = \begin{cases} 
 \bar{x} - \delta \bar{c}_L \quad & \text{if } l = L \\
 \bar{x} + \delta \bar{c}_{L+1} \quad & \text{if } l = L + 1.
\end{cases} \]

Comparing the objective function for both policies we have
\[
\begin{align*}
\sum_{l \in \mathcal{L}^+} U_l(x_l^1) - \sum_{l \in \mathcal{L}^+} U_l(x_l^2) & \geq \left[ \sum_{l \in \mathcal{L}} u \bar{x} + u_n \bar{x} \right] \\
& \quad - \left[ \sum_{l=1}^{L-1} u \bar{x} + u (\bar{x} - \delta \bar{c}_L) + u_n (\bar{x} + \delta \bar{c}_{L+1}) \right] \\
& \quad = u \delta \bar{c}_L - u_n \delta \bar{c}_{L+1} \\
& \quad \geq u \delta \min_{l \in \mathcal{L}^+} \{ \bar{e}_l \} - u_n \delta \bar{c}_{L+1}.
\end{align*}
\]
Since the analysis is valid for any link in \( \mathcal{I} \), if \( u_n < u \min_{l \in \mathcal{L}^+} \{ \bar{e}_l \} / \bar{e}_{L+1} \), then it is optimal to allocate a rate of \( \bar{x} \) to all links in \( \mathcal{L} \) and \( \bar{x} \) to link \( L + 1 \), which proves the theorem.

It is interesting to note that Theorem 1 gives us the conditions such that the resource allocator (5) can be used to test if there are enough resources to fulfill an admission request without disturbing other links. Since the analysis was done for a static optimization problem, we will now use Lemma 2 to show how the choice of \( u \) and \( u_n \) influence the mean assigned rate over the actual network problem, which is dynamic and stochastic in nature.

Theorem 2: If the utility functions are given by (8), (9), and assuming the old system (3) can assign a flow rate of \( \bar{x} \) to all links in \( \mathcal{L} \), and if
\[ u_n < u \min_{l \in \mathcal{L}^+} \{ \bar{e}_l \} / \bar{e}_{L+1} , \]
then for \( l \in \mathcal{L} \)
\[ \lim_{T \to \infty} E \left[ \frac{1}{T} \sum_{t=1}^{T} x_l(t) \right] \geq \bar{x} - \frac{B_6 \epsilon}{u} - \frac{u_n}{u} (\bar{x} - \bar{x}) \]
and for \( l = L + 1 \)
\[ \lim_{T \to \infty} E \left[ \frac{1}{T} \sum_{t=1}^{T} x_{L+1}(t) \right] \geq \bar{x} - \frac{B_6 \epsilon}{u_n} \]
for some \( B_6 > 0 \), where \( x(t) \) is a solution to (5), and \( \bar{x} \leq \bar{x} \) is the maximum rate that can be assigned to link \( L + 1 \) that allows to assign \( \bar{x} \) to all other links.

Proof: Before we proceed, if the utility functions are given by (8) and (9), we note that (5) can be rewritten for all \( l \in \mathcal{L}^+ \) as
\[ x_l(t) \in \arg \max_{0 \leq s_l \leq \epsilon} U_l(x_l(t)) - q_l(t)x_l(t). \]
Thus, for all \( t \) we have that \( x_l(t) \leq \bar{x} \). Also, Theorem 1 tells us that \( x^* = \mu^* = \{ \bar{x}_l \} \in \mathcal{E} \), where \( (\mu^*, x^*) \) is a solution to (10).

Note that Lemma 2 is valid for any \( \mathcal{L} \in \mathcal{D} \), so it is also valid for \( \mathcal{L}^+ \). Thus, rewriting (7) for \( \mathcal{L}^+ \), and using (8), (9), Theorem 1, and the fact that for all \( t \) and \( l \), \( x_l(t) \leq \bar{x} \), we get
\[
\begin{align*}
\lim_{T \to \infty} \sum_{l \in \mathcal{L}^+} U_l(x_l(t)) - U_l \left( \frac{1}{T} \sum_{t=1}^{T} x_l(t) \right) & = \lim_{T \to \infty} \sum_{l \in \mathcal{L}^+} \left[ u \bar{x} - uE \left( \frac{1}{T} \sum_{t=1}^{T} x_l(t) \right) \right] \\
& \quad + u_n \bar{x} - u_n E \left( \frac{1}{T} \sum_{t=1}^{T} x_{L+1}(t) \right) \\
& \quad = u \bar{x} + u_n \bar{x} - u \bar{x}L + u_n \bar{x} - u_n \bar{x}_{L+1} - u \sum_{l \in \mathcal{L}} \bar{x}_l \leq B_6 \epsilon,
\end{align*}
\]
where $B_0 > 0$ is a constant that is similarly found as $B_1$ for the case that Lemma 2 is rewritten for the set $\mathcal{L}^+$, and where we define

$$\bar{x}_l = \lim_{T \to \infty} E \left[ \frac{1}{T} \sum_{t=1}^{T} x_l(t) \right] \quad \text{for all } l \in \mathcal{L}^+.$$ 

Hence, we get the following inequality

$$u \bar{x} + u_n \bar{x} - u_n \bar{x}_{L+1} - u \sum_{l \in \mathcal{L}} \bar{x}_l \leq B_0 \epsilon. \quad (13)$$

Consider link $L + 1$. Since $x_l(t) \leq \bar{x}$ for all $t$ and $l \in \mathcal{L}^+$, note that $\bar{x}_l \leq \bar{x}$. Then

$$\bar{x}_{L+1} \geq \frac{u}{u_n} \bar{x} + \frac{u_n}{u} \bar{x} - \frac{B_0 \epsilon}{u_n} \geq \bar{x} - \frac{B_0 \epsilon}{u_n}.$$ 

Now consider link $l \in \mathcal{L}$. From the fact that $\bar{x}_l \leq \bar{x}$, we have that

$$\bar{x}_l \geq \bar{x} - \bar{x}_L - \sum_{i \in \mathcal{L} \setminus \{l\}} \bar{x}_i + \frac{u_n}{u} \bar{x} - \frac{u_n}{u} \bar{x}_{L+1} - \frac{B_0 \epsilon}{u} \geq \bar{x} - \frac{B_0 \epsilon}{u} - \frac{u_n}{u} (\bar{x} - \bar{x}),$$

which completes the proof.

Theorem 2 gives us a lower bound on the mean assigned rates, assuming that only one link will be responsible for the loss in performance of the stochastic system compared to the static optimization problem. For fixed $\epsilon$, equation (11) suggests that $u$ should be large to guarantee that the links in the set $\mathcal{L}$ get a mean assigned rate close to $\bar{x}$. Although (12) also suggests that $u_n$ should be large to make sure we accurately determine the maximum mean rate that we can assign to link $L + 1$, if our goal is to disturb the mean assigned rates for links in $\mathcal{L}$ as little as possible, the ratio $u_n/u$ should be as small as possible, as we highlight in the following corollary.

Corollary 1: If the utility functions are given by (8), (9), and assuming the old system (3) can assign a flow rate of $\bar{x}$ to all links in $\mathcal{L}$, and if

$$u_n < u \min_{l \in \mathcal{L}^+} \{c_l\}/\bar{c}_{L+1},$$

then

$$\bar{x}L - \sum_{l \in \mathcal{L}} \lim_{T \to \infty} E \left[ \frac{1}{T} \sum_{t=1}^{T} x_l(t) \right] \leq \frac{B_0 \epsilon}{u} + \frac{u_n}{u} (\bar{x}_{L+1} - \bar{x})$$

for some $B_0 > 0$.

Proof: We get the desired result by rewriting (13). 

V. CAPACITY REGION

To design a suitable admission controller, we must prove that we have properly defined the capacity region. Hence, in Lemma 3 we will first show that if we allocate mean rates that are not in the capacity region, then there is no scheduling algorithm that can keep the queues stable. Second, in Lemma 4 we will show that if we allocate rates that are an interior point of the capacity region, there is an algorithm that can keep the queues stable.

Lemma 3: If $x \notin \mathcal{C}(\mathcal{L})$, then no scheduling algorithm can keep the queues stable when the mean assigned flow rates are given by $x$. 

The proof can be found in [5], and follows a technique similar to [9].

Lemma 4: If $x \in \mathcal{C}(\mathcal{L})/(1 + \Delta)$ for some $\Delta > 0$ such that $x_l > 0$ for all $l \in \mathcal{L}$, then there exists a scheduler that keeps the queues stable when the mean assigned flow rates are $x$. 

In [5] the proof is presented. It follows a technique similar to the ideas presented in [6].

VI. CONCLUSIONS

We have considered the problem of distributed admission control without knowledge of the capacity region in single-hop wireless networks for flows that require a pre-specified bandwidth from the network. To achieve this goal, we presented a utility maximization framework that allowed us to develop a scheduler and a distributed resource allocator. By properly choosing the utility function used by the resource allocator, we have proved that existing flows can be served with a pre-specified bandwidth, while the link requesting admission can determine the largest mean flow rate that can be assigned that avoids interfering with the service to other nodes.
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